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Introduction 

Relevant study material 

 

ñArtificial Intelligence: A Modern Approachò 
üWritten by Stuart Russell and Peter Norvig 

üBook available at http://aima.cs.berkeley.edu/ 

üRelated free online AI courses available at http://www.udacity.com 

ü cs271: Introduction to Artificial Intelligence 

ü cs373: Artificial Intelligence for Robotics 
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Introduction 

What is an Intelligent Agent? 

 

ñAn autonomous entity that acts upon sensed 

information through an intelligent program, enabling 

the entity to make rational (i.e. optimal) decisionsò 

 

üQualitative measure designed by Alan Turing in 

1950: the Turing Test 
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Introduction 

What is an Intelligent Agent? 

 

ñAn autonomous entity that acts upon sensed 

information through an intelligent program, enabling 

the entity to make rational (i.e. optimal) decisionsò 

 

Concept of an Intelligent Agent used in many fields 

  Finance   Medical   Automotive   

 

 

  Games   The Web    Logistics 
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Agent types 

Simple reflex agent 
üActs upon current percept only, ignoring percept history (e.g. anti-slip-

system in a car) 
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Agent types 

Model based reflex agent 
üActs upon a sequence of percepts combined with an environment 

model (e.g. radar-guided missiles). Deals with partial observability 
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Agent types 

Goal based agent 
üActs upon percepts, an environment model and a long term goal (e.g. 

Deep Blue chess computer) 
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Utility based agent 
üActs upon percepts, an environment model, a long term goal and a 

cost function (e.g. navigation systems) 
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Agent types 

Learning agent 
üActs upon percepts, an environment model, a long term goal, a cost 

function and a performance improvement algorithm (e.g. humans) 
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